Active site sequence representation of human kinases outperforms full sequence for affinity prediction and inhibitor generation: 3D effects in a 1D model
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Abstract

Recent advances in deep learning have enabled the development of large-scale multimodal models for virtual screening and de novo molecular design. The human kinome with its abundant sequence and inhibitor data presents an attractive opportunity to develop proteochemometric models that exploit the size and internal diversity of this family of targets. Here we challenge a standard practice in sequence-based affinity prediction models: instead of leveraging the full primary structure of proteins, each target is represented by a sequence of 29 residues defining the ATP binding site. In kinase-ligand binding affinity prediction, our results show that the reduced active site
sequence representation is not only computationally more efficient but consistently yields significantly higher performance than the full primary structure. This trend persists across different models, datasets, performance metrics and holds true when predicting affinity for both unseen ligands and kinases. Our interpretability analysis further demonstrates that, even without supervision, the full sequence model can learn to focus on the active site residues to a higher extent. We then investigate a de novo molecular design task and find that the active site provides benefits in the computational efficiency, but otherwise, both kinase representations yield similar optimized affinities (for both SMILES and SELFIES-based molecular generators). Our work challenges the assumption that full primary structure is indispensable for modelling human kinases. We hope that these results will inspire additional investigation into hybrid mechanistic-DL modeling approaches to support the identification and optimization of kinase inhibitors’ candidates.

**Introduction**

Protein kinases are ubiquitous for cell life and have become a vital source of targets for drug discovery after the FDA approval of the first kinase inhibitor, imatinib, 20 years ago\(^1\)\(^-\)\(^3\). By 2021, about 60 kinase inhibitors have received market approval\(^4\) and helped to enrich our treatment options for cancer and, more recently, also neurodegenerative or viral diseases\(^4\). Despite this success, most research has focused on fractions of the kinome revealing therapeutic utility\(^5\)\(^,\)\(^6\). The characteristics of the target family that led drug discovery researchers to avoid kinases for many years, i.e., binding site similarity and sheer number of family members\(^3\), make the family an ideal candidate for proteochemometric approaches which exploit this similarity systematically.
Proteochemometric modelling

Computational methods have supported our understanding of kinases and their inhibitors in many regards, including inhibitor selectivity\textsuperscript{7}, identification of binding subpockets\textsuperscript{8} or promiscuity maps\textsuperscript{9}, defining the kinome conformational space\textsuperscript{10} or, most typically, virtual screening such as compound protein interaction (CPI) prediction\textsuperscript{11–14} and drug response prediction\textsuperscript{15,16}. With the rise of deep learning (DL) in chemoinformatics and drug discovery\textsuperscript{17} proteochemometric models for bioactivity prediction can now be trained large-scale\textsuperscript{18,19}.

Early approaches to kinase affinity prediction were single-assay\textsuperscript{11}, or single-target models\textsuperscript{12}. However, multi-target models enable to leverage larger data sources and bring along the benefit that cross-target information can be learned. These models are usually superior to single-task models\textsuperscript{20}, especially if training data is sparse\textsuperscript{21} or tasks are correlated\textsuperscript{22}. However, they often do not incorporate protein descriptors and thus naturally lack the ability to predict activity for novel targets\textsuperscript{20,23}.

Instead, proteochemometric models that consider both chemical and protein information represent the most generic option. In contrast to multi-target models they can, in principle, generalize to novel ligands and targets simultaneously and typically rely only on ligand structure information (such as SMILES\textsuperscript{24}) and primary structure information for the target. Unlike single- or multi-task models which lack the inductive bias to learn the meaning of an interaction, the bimodal nature of proteochemometric models enables them to learn, for example, inter-molecular non-covalent interactions\textsuperscript{25}. With the growing availability of high-throughput screening data\textsuperscript{26} the gap between traditional docking and DL methods shrank\textsuperscript{27,28}, partly thanks to hybrid approaches\textsuperscript{29,30}. A popular trend in predicting drug-target interactions exploits topological information by using graph neural networks or applying 3D convolutions to the binding site\textsuperscript{31–33} or by operating directly on secondary or tertiary structure\textsuperscript{34–37}. However, to avoid the need for structure information, most recent work relied exclusively on primary structure information\textsuperscript{25,38,39}. This research started in 2016 by means of binary fingerprints for proteins and ligands\textsuperscript{40} but has advanced to more
interpretable inputs like amino acid (AA) or SMILES sequences\textsuperscript{19,38,39,41–43}.

The success of these models is maybe best exemplified in the recently conducted IDG-DREAM challenge about Drug-Kinase Binding Prediction\textsuperscript{18} where the top performing method out of 99 submissions in the second round was a multimodal deep neural network based on SMILES and AA sequences. This model is highly similar to our previously proposed affinity prediction model\textsuperscript{44} which we further explore herein. To the best of our knowledge, no existing work has systematically compared the use of full protein sequences to active site in 1D proteochemometric models. Here, we aim to fill this gap.

**De novo molecular design**

Deep learning is facing an increasing adoption in the discovery of new molecules and materials\textsuperscript{45–47}. A prominent example is the landmark study about discovery of DDR1 kinase inhibitors\textsuperscript{48}. In that work, deep learning methods discovered potential DDR1 inhibitors of which two were found active in-vitro and one even in-vivo\textsuperscript{48}. The most common type of deep generative model for molecular design are variational autoencoders (VAE)\textsuperscript{49} which can be seen as a global search method in the chemical space. VAEs have been coupled with Bayesian optimization (BO) principles by means of Gaussian processes (GP) to optimize chemocentric properties like drug-likeness\textsuperscript{50,51}. While GP optimization allows to maximize computationally costly functions efficiently, no previous work has, according to our knowledge, incorporated an additional modality (like proteins) into the evaluation function and thus optimized a more complex, biochemical property.

**Our contribution**

In this work, we systematically compare the impact of using active site residues and full sequence information to represent kinases for two common tasks related to kinase inhibitors: proteochemometric modeling of drug-kinase binding affinity prediction and de novo molecular design of kinase inhibitor candidates (for overview see Figure 1).
Figure 1: **Overview of the comparison between the considered kinase representations.** Primary structure representations of full sequence and active sites for human kinases are evaluated on two proteochemometric modeling tasks: binding affinity prediction to ligands, and generation of potentially novel ligands for the kinase of interest.

We utilize a bimodal deep neural network, the BiMCA model, which dispenses with traditional descriptors and relies solely on interpretable, textual inputs (SMILES and AA sequences). Moreover, we propose a simple, yet efficient and novel KNN regression model for protein-ligand affinity based on Levenshtein distance\(^{52}\) of proteins that yields competitive results. We further show how Gaussian processes (GP) can be used on deep molecular generative models to optimize the binding affinity of the generated molecules for specific kinases. This analysis is performed in light of comparing sequence and active-site based affinity predictors.

**Methods**

**Protein ligand affinity prediction**

Proteochemometric models that combine information from proteins and ligands are an established technique to approach a classic task in kinase inhibitor modeling: predicting binding affinities for pairs of proteins and ligands. To address this task, we utilize two methods; a bi-
modal neural network based on convolutional and attention layers from our previous work\textsuperscript{44} and a novel KNN regression model based on protein and molecule similarity measures.

\textbf{Problem formulation}

Let $\mathcal{P}$ denote the space of proteins, $\mathcal{M}$ the molecular space and $\mathcal{A}$ the affinity scores. We are then interested in learning a function $\Phi_{A} : \mathcal{P} \times \mathcal{M} \rightarrow \mathcal{A}$. The function $\Phi_{A}$ maps a protein-ligand tuple to an affinity score and is learned from the training data set $\mathcal{D} = \{p_{i}, m_{i}, a_{i}\}_{i=1}^{N}$ where $p_{i} \in \mathcal{P}$, $m_{i} \in \mathcal{M}$ and $a_{i} \in \mathcal{A}$ is the scalar binding strength, the pIC50.

\textbf{K-Nearest Neighbor (KNN) regression}

To address the presented regression problem, we first chose the $k$-nearest neighbor (KNN) algorithm from the realm of traditional machine learning methods due to its simplicity and ease of interpretation. Notably, the nearest neighbors are computed in a joint space spanned by protein and ligand similarity. KNNs were previously applied for affinity prediction with a bimodal similarity measure based on numerical descriptors\textsuperscript{53}, however, here we represent kinases by their primary structure (either full sequence or only active site) and molecules by their ECFP4 fingerprint\textsuperscript{54} with a radius of 2 and 512 bits. As a distance metric between samples we utilize a combination of the length-normalized Levenshtein distance for the primary structure and the Tanimoto similarity\textsuperscript{55} of molecules. This method is an adaptation of the KNN model proposed by Weber et al.\textsuperscript{56} for protein-protein interaction prediction. More formally, let $\{p_{j}, m_{j}\}$ denote an unseen sample from the test dataset $\mathcal{D}_{\text{test}} = \{p_{i}, m_{i}\}_{i=1}^{N_{\text{test}}}$. With the goal of predicting $\hat{a}_{j}$ to approximate the unknown $a_{j}$, we first retrieve the subset of training data $\mathcal{D}_{k}$ containing the $k$ nearest neighbors using the distance measure

\begin{equation}
D(p_{i}, m_{i}, p_{j}, m_{j}) = \frac{\text{Lev}(p_{i}, p_{j})}{\max(|p_{i}|, |p_{j}|)} + (1 - \mathcal{T}(m_{i}, m_{j}))
\end{equation}
where \(|\cdot|\) denotes sequence length, \(T\) is the Tanimoto similarity measure and \(Lev(\cdot, \cdot)\) is the Levenshtein distance\(^{52}\), a string-based distance measure that counts the number of single-AA changes required to transform one sequence into the other. Both the length-normalized Levenshtein distance and the Tanimoto similarity of Equation 1 are bound to \([0, 1]\) and the subtraction converts the similarity into a distance, such that \(D(\cdot, \cdot, \cdot, \cdot) \in [0, 1]\). Then, the prediction \(\hat{a}_j\) is trivially computed by \(\hat{a}_j = \sum_k a_i / k\) with \(a_i \in D_k\). As KNN is a lazy learning method, the inference runtime scales with the dataset size \((N = 206,990\) samples\) and one query thus requires computing almost half a million distances. Therefore, in practice we compute \(D\) not for all training samples but only for those samples \(\{p_i, m_i\}\) where either 1) \(p_i = p_j\), 2) \(m_i = m_j\) or 3) \(p_i\) is one of the 10 most similar sequences to \(p_j\) in the training dataset.

**Bimodal multiscale convolutional attention (BiMCA) network**

As an alternative method, we utilize a bimodal neural network that learns a function \(\Phi_A : \mathcal{P} \times \mathcal{M} \rightarrow \mathcal{A}\) based on primary structure of proteins and SMILES\(^{24}\) sequences of molecules. As visualized in Figure 2, this model separately ingests an amino acid sequence and a SMILES sequence, converts the tokens into embedding vectors (which are learned during training) and performs 1D convolutions to aggregate local substructures.

![Figure 2: The bimodal multiscale convolutional attention model (BiMCA).](image-url)
Thereafter, a contextual attention mechanism combines both input streams and helps the model to focus on relevant substructures of proteins and ligands in light of the other modality. This mechanism is inspired by Bahdanau et al.\textsuperscript{57} and was proposed in our previous work\textsuperscript{44,58}. The model automatically assigns attention scores $\alpha_i \in [0, 1]$ to each amino acid and each SMILES token. For brevity, these attention scores are computed as:

$$
\alpha_i = \frac{\exp (u_i)}{\sum_j \exp (u_j)} \text{, where } \vec{u} = \tanh (X_1 W_1 + W_3 (X_2 W_2)) \vec{v}
$$

(2)

We call $X_1 \in \mathbb{R}^{T_1 \times C}$ the reference input, where $T_1 \in \{T_M, T_P\}$ is the sequence length and $C$ is the number of convolutional filters. Further, $X_2 \in \mathbb{R}^{T_2 \times C}$ is the context input, where $T_2 \in \{T_M, T_P\}, T_1 \neq T_2$ is the sequence length in the other modality. $W_1 \in \mathbb{R}^{C \times A}$, $W_2 \in \mathbb{R}^{C \times A}$, $W_3 \in \mathbb{R}^{T_1 \times T_2}$ and $\vec{v} \in \mathbb{R}^A$ are learnable parameters.

The output of this model is a scalar value interpreted as pIC50 affinity score for the provided protein-ligand pair. Flavors of this model have been used successfully for cancer drug sensitivity prediction\textsuperscript{58,59} and toxicity prediction\textsuperscript{60}. The variant described here is identical to the binding affinity descriptor used in Born et al.\textsuperscript{44} for predicting antiviral activity of potential SARS-CoV-2 inhibitors.

**Binding affinity data**

**Kinase data.** We curated compound-protein interaction data from BindingDB\textsuperscript{61}. From the 2,222,074 entries of the database as on 22.04.2021, $\sim$800,000 were retained after removing missing values and duplicates. Afterwards, samples with molecules whose SMILES strings were invalid or longer than 696 tokens, i.e. atoms and/or bonds, were removed. We chose IC50 as binding affinity metric, converted all values to pIC50 (i.e., the negative decimal logarithm of the half-maximal inhibitory concentration) and clipped all values to the interval $[2, 11]$ ($1\text{mM}$ to $0.01\text{nM}$). Last, we filtered out all samples where the target proteins are not kinases. This resulted in 206,889 samples distributed across 113,475 ligands (mean pIC50 per ligand: $7.1\pm1.2$) and 349 human kinases (mean pIC50 per kinase: $6.2\pm0.9$). See Figure 3
for an overview of the dataset’s statistics.

**Figure 3: Visualization of kinase inhibitor data in BindingDB** \(^{61}\). **A**) Distribution of pIC50 scores in database \((N = 206,989)\). **B**) Kinases with more affinity samples tend to be more promiscuous. **C**) Histogram of number of data points for each kinase. **D**) Most ligands are screened on less than a dozen of kinases but some are screened against almost all 349 kinases.

For example, a notable and strong bias in the dataset is that kinases screened against more ligands tend to have a higher average affinity \((r = 0.39)\).

**Non-kinase data.** The remainder of the above data (i.e., all non-kinome samples) made up 485,461 samples distributed across 2856 proteins and 331,169 ligands. This data was used in one configuration for pretraining the BiMCA model (see below).

**Human kinase sequence alignment**

The binding site residues for each kinase were identified by applying the binding site definition of protein kinase A from Sheridan’s kinase selectivity study\(^ {14}\) to a recently published structurally-validated multiple sequence alignment of 497 human protein kinase domains from Modi and Dunbrack\(^ {62}\). Sheridan’s definition identified 29 residues representing the ATP binding site including but not limited to contributions from the Gly-rich-loop, gate-
keeper, hinge, and DFG-in-out. While the sequence alignment was done for 497 kinases, only 349 were included in the simulations because of lacking activity data in BindingDB.

Data splitting

For proteochemometric models there are four different splitting strategies (see Figure A1). Here, we focus on two of these regimes, namely splitting affinity data based on ligands (while not controlling for proteins) as well as the reverse task.

Ligand split. Generalizing to new molecules is the classical task in drug discovery. First, we put aside the samples associated to 10% of the ligands. Then, we conducted a 10-fold cross-validation on the remainder of the data. All splits were stratified by the number of samples as well as the mean pIC50 per ligand.

Kinase split. With this setting, we wanted to assess the model’s ability to predict binding affinities for unseen kinases. Like in the ligand split, we first put aside 10% of the kinases and then conducted a 10-fold cross-validation on the remainder. Again, all splits were stratified by the number of samples as well as the mean pIC50 per ligand.

Pretraining. The 485,461 non-kinase samples were split into train/test at a 90/10 ratio and this data was then used in one configuration of the BiMCA model for pretraining.

Hyperparameters and model training

The KNN model was evaluated on all odd $k \leq 25$. For all results, we choose a value of $k = 13$ as this led to the lowest RMSE on the validation dataset on the ligand split (see Figure A2).

BiMCA. The SMILES sequences of all ligands were padded to a length of 696. The AA sequences representing the kinase sequences were padded to a length of 2536 in the full sequence case and 32 in the active site case. Both SMILES tokens and AA are represented by
learned embedding vectors of dimensionality 32 and 8. We used four parallel 1D convolutional layers with kernel sizes of 3, 5, 11 for the ligands and 3, 11 and 25 on the proteins. The number of filter kernels was 32 respectively for the full sequence model and 128 for the active site model on both modalities. This was done to partly accommodate that the full sequence model had substantially more parameters than the active site model. This stemmed from the context attention layer which requires $O(nm)$ parameters where $n$ and $m$ are the sequence length of proteins and ligands respectively (for details see Born et al.\cite{born2021}). In total, the active site model only consisted of 651,891 parameters, less than 5% of the full sequence model (14,242,491). A dropout of 0.3 throughout convolutional and dense layers was used. All models were implemented in PyTorch\cite{pytorch} and used the pytoda package\cite{pytoda} for data handling and preprocessing. The BiMCA model optimized a MSE loss with Adam\cite{adam} and was trained for 50 epochs with a learning rate of 0.005, a batch size of 128 on a cluster equipped with POWER8 processors and a single NVIDIA Tesla P100.

**De novo molecular generation**

In this task, the goal is to generate novel molecules with high predicted binding affinities against a target kinase of interest. To that end, we are building upon a molecular generative model developed in our previous work\cite{born2021,pytoda}. This generative model is then explored in a novel scheme, using Bayesian optimization with Gaussian processes (GP) that optimizes the generative model to yield molecules with higher affinity. The GP approximates the predicted affinity of the protein (kinase) of interest and a molecule.

**Generative model.** Our generative model is implemented using a variational autoencoder (VAE) pretrained on $\sim$1.5 million bioactive compounds from ChEMBL\cite{chembl}. The model consists of two layers of stack-augmented GRUs in both encoder and decoder. We trained two versions of this model, one using SMILES\cite{smiles} sequences, the other one using SELFIES\cite{selfies}, a novel molecular representation that was devised for deep generative models. The SMILES
Based model is identical to the one used in Born et al.\textsuperscript{64}, the SELFIES model was used in Born et al.\textsuperscript{44}. These models are trained to optimize the standard VAE objective\textsuperscript{68}:

\[
\mathcal{L}_{VAE}(\theta, \phi) = \mathbb{E}_{q_{\theta}(z|x)}[\log p_{\phi}(x|z)] - D_{KL}(q_{\theta}(z|x)\|p(z))
\]  \hspace{1cm} (3)

where \(D_{KL}\) denotes the Kullback-Leibler divergence. During training, each sample defines an encoding distribution \(q_{\theta}(z|x)\) and this distribution is constrained to be similar to a predefined prior distribution \(p(z)\), in our case \(q_{\theta}(z|x) = \mathcal{N}(\vec{0}, \mathbf{I})\), i.e., the latent code is modelled using a multivariate unit Gaussian following standard VAE formulation.\textsuperscript{68} Upon training these models, we can sample from the latent distribution \(p(z)\) and use the decoder network \(p_{\phi}(x|z)\) to produce a set of SMILES/SELFIES sequences.

**Bayesian Optimization with Gaussian Processes.** The rationale of performing Bayesian Optimization (BO) with a Gaussian Process (GP) is to facilitate the *efficient* exploration of the chemical space learned by the generative model with the objective of maximizing or minimizing an arbitrary function acting on the latent space points.\textsuperscript{50} Herein, we adopt BO to maximize binding affinity for a kinase of interest. Given a protein \(p\) of interest as well as our molecular generator \(p_{\phi}(x|z)\) from above, the goal is to find the latent code \(\hat{z}\) that maximizes our affinity prediction \(\Phi_A : \mathcal{P} \times M \rightarrow \mathbb{R}\). Considering the sheer size of the latent space \(Z\) and especially the cost to evaluate the function \(\Phi_A\)\(^1\) motivates us to formulate the problem in terms of Bayesian optimization: \(\hat{z} = \arg\max_{z \in Z} [\Phi_A(p, p_{\phi}(x|z))]\). BO adopts an iterative search with the objective to minimize the number of calls to \(\Phi_A\) before we can guarantee that our chosen point in the latent space \(\hat{z}'\) yields an affinity \(a\) such that: \(|a - a_{\text{max}}| < \varepsilon\). In BO, the function being subject to optimization is modelled with a prior specifying a probability distribution over functions, in our case a GP prior: \(\Phi_A \sim \text{GP}[\hat{m}(\mathbf{x}), k(\mathbf{x}, \mathbf{x}')]\) where \(\hat{m}\) is a mean function and \(k\) is a kernel returning similarity between

\(^1\)either a costly forward pass through the BiMCA or an exhaustive computation of sample similarities with the KNN.
two points. Therefore, during optimization, the affinity prediction function is assumed to follow a multivariate Gaussian. The BO algorithm implementation in this work relies on the negative expected improvement\textsuperscript{69} as acquisition function, which trades off exploration and exploitation to determine the next query point. For each kinase, the optimization process was initiated from 40 initial (random) points in the latent space and the optimization was performed for 30 epochs with 50 calls per epoch with the \texttt{scikit-optimize}\textsuperscript{70} package. After each epoch, 300 molecules were generated from the latent points (invalid SMILES were discarded).

**Results**

**Protein ligand affinity prediction**

**Kinase data split**

The kinase split is the ideal configuration to test the impact of the protein representation (active site vs. full sequence). When predicting affinity for an unseen kinase, the utilized representation is critical, both in the KNN model (based on the Levenshtein distance of kinases) and the BiMCA model (based on non-linear extrapolations). This task is significantly more challenging than splitting on ligands because the shape of the binding pocket largely governs the binding activity\textsuperscript{71}. While this task is less commonly investigated than the ligand split, it is highly relevant since it was shown that binding affinity predictions are mostly based on ligand rather than interaction features\textsuperscript{39}, a phenomenon called \textit{hidden ligand bias}\textsuperscript{72}. The results of a 10-fold cross validation of all three model types (KNN, BiMCA, BiMCA pretrained) can be found in Figure 4 and show a consistent and strong superiority of the active site models.
Figure 4: Binding affinity prediction results on kinase split. The left and right column show respectively the performance of all three models on the validation and test data. On both metrics, RMSE (upper row) and Pearson correlation coefficient (PCC, lower row) the active site configurations significantly outperform the full sequence configuration, irrespective of the utilized model. To see the exact numerical scores, please see Table A1 and Table A2.

On the validation data, the RMSE is reduced by 1.2%, 7.5% and 6.9% for the KNN, the BiMCA and the pretrained BiMCA respectively when comparing full sequence to active site models. This is remarkable because the full sequence contains an order of magnitude more information (mean sequence length: 742 vs. 29 amino acids) and the active site models only have 5% of the parameters of the full sequence model. Due to the heterogeneity of the data, the results are less consistent on the ten validation folds compared to the held-out test data.

Now on the test data (see Figure 4B and D), the full sequence models achieve an average RMSE of 1.56, 1.44 and 1.31 compared to 1.52, 1.33 and 1.25 for the active site. For all three model configurations, the active site models significantly outperform the full sequence models ($p < 0.01$, Wilcoxon signed-rank test, $W^+$). Moreover, the BiMCA models outperforms the KNN model by a large margin. In the BiMCA pretrained setting we exploited all non-
kinase data from BindingDB to warm up the BiMCA model before finetuning on the human kinome. After 20 epochs of pretraining, this model achieved a RMSE of 0.86 ($r = 0.82$) on the non-kinase data. Notably, on the kinase split, all pretrained BiMCA models outperform the regular ones, demonstrating that inferring general patterns of protein-ligand interactions can massively benefit the development of proteochemometric models for kinase-inhibitor affinity prediction. Interestingly, the active site even outperformed the full sequence model although both models were pretrained on full protein sequences (no active site information was available for pretraining).

**Kinase groups.** We further investigated the performance for the eight different groups of conventional protein kinases (ePK) based on the classification by Hanks and Hunter$^{73}$. Using the catalogue from Manning et al.$^{74}$ that contains $\sim 600$ kinases, we mapped all kinases to their respective group. For all kinase groups, the PCC is shown in Figure 5 for the KNN and pretrained BiMCA model. With a few exceptions, the plot indicates the superiority of the active site configuration consistently across the kinase families.

![Pearson correlation per kinase group](image)

**Figure 5:** Performance in predicting affinity for unseen kinases according to the kinase group. For the KNN (left) and the pretrained BiMCA (right) the PCC of all samples of respective kinase group is shown. Kinases that could not be classified with the catalogue from Manning et al.$^{74}$ are grouped into *Other*. 
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Notably, the most heavily screened kinase group is TK (Tyrosine kinases) which make up the majority of kinase-related samples in BindingDB (54%). TKs phosphorylate tyrosine residues and are thoroughly researched due to their significant role in cancer and the successful development of highly selective TK inhibitors such as imatinib, gefitinib or erlotinib. Only for the TKL group in the KNN and the STE and CMGC group in the BiMCA, the full sequence model achieves better performance than the active site model. Let us have a closer look at the TKL (Tyrosine Kinase-Like) group and try to explain why the results do not resonate with the remaining findings indicating superiority of the active site. The first observation is that for models based on sequence similarity (like the KNN), full protein structure is superior to active site alone. We presume this is because many TKL kinases (e.g., all RAF kinases) have multiple binding sites which are not captured in the active site sequence alone. The second observation is that the KNN overall performs poorly on TKL and that the performance gain for the BiMCA compared to the KNN is highest for the TKL group. We suspect that the KNN performs poorly on TKL as it is the most heterogeneous group of kinases. While the KNN predicts purely based on sequence similarity, the BiMCA can capture non-linear relations and accordingly, the performance gain for the BiMCA compared to the KNN is highest for the TKL group. Moreover, also in relation to the first observation, only the BiMCA can leverage information from distant samples that have more complex relations to the kinase of interest and thus the active site BiMCA configuration achieves the best performance in predicting affinity for unseen TKL kinases. Another remarkable finding is the good result for proteins from the CK1 (cell kinase 1) group. We suppose this to be due to the high intra-group and low-inter group similarity of CK1 kinases. CK1s are highly conserved sequences, very similar to each other but very distinct from other kinase groups and form a distinct branch in the kinome tree (note that samples were split by kinases, not by kinase groups).

Few others have investigated the performance of CPI models for unseen kinases. In a comparable work, a late fusion model ensemble achieved a PCC of 0.42 on tyrosine kinases.
Instead, our active site BiMCA model achieved a PCC of 0.48. However, this comparison is limited because 1) we did not leave out entire protein families, 2) we refrained from boosting performance with an ensemble and 3) the underlying set of used BindingDB samples might not be identical.

**Similarity analysis.** A reasonable suspicion in the kinase split is that the prediction performance hinges on the availability of similar kinases in the training data. For both protein representations and both, the KNN and the pretrained BiMCA model, we therefore investigated the per-kinase performance as a function of the similarity to the nearest neighbor in the training data (cf. Figure 6).

![Per kinase performance](image)

Figure 6: Dependency of model performance on similarity to nearest neighbor in training data. In none of the four model configurations, a strong dependency/correlation between the performance on a specific kinase and the distance to the nearest neighbor in training data was found. Measures obtained considering results on validation data.
Overall, it can be safely excluded that our models require data from similar kinases to work well. While all PCCs are positive, none of them exceed values of 0.11. Critically, the active site models are more robust in that regard than the sequence models and indeed, the best model (BiMCA, active site) has the lowest dependence of all models. Moreover, the KNN has a stronger dependence on similar samples than the BiMCA.

Ligand data split

This split is the classical setting of kinase inhibitor discovery; based on some affinity data for a kinase of interest, the model should reveal the potential of a chemical to inhibit this kinase. While this task is easier than the kinase-split, we notice that it is substantially harder than a lenient split (where only pairs are left out and both, protein and ligand have been seen by the model). The results of the 10-fold CV as well as on the test dataset are shown in Table 1 (RMSE) and Table 2 (Pearson correlation). Like in the ligand split, all BiMCA models using active site information are superior to the ones using full primary structure (8.2% and 4.7% RMSE improvement for the BiMCA and pretrained BiMCA respectively).

For both models, these differences are statistically significant across the ten folds for both validation and test data as well as RMSE and pearson correlation as metrics ($p < 0.001$, $W_+$). Based on the tables, it appears that the KNN model performed similarly well on
both active sites and full sequences. This observation is explained by the fact that the protein information is of negligible performance for our KNN model *in a ligand split*. When retrieving the $k = 13$ nearest neighbors according to Equation 1, the first addend (which measures protein similarity) will collapse to 0 for all samples of the same kinase. This occurs irrespective of whether active site or full sequence information is used and therefore dilutes differences between the representations. As the average number of samples per protein in the dataset is 593 (see histogram in Figure 3C), it is not surprising that for the active site and full sequence indeed in 98.9% and 99.3% of the predicted samples, the nearest neighbor is a sample with the same kinase. Moreover, the length-normalized Levenshtein distance is a more discriminative protein similarity measure in case of unequal sequence lengths. To remedy the described confound and compare the impact of the two representations for the KNN on the ligand split, we evaluated the performance exclusively on the remaining samples. In alignment with the overall findings of this manuscript, the active site model is clearly superior for these samples (RMSE 1.35 vs. 1.59, Pearson’s $r \ 0.56$ vs. 0.33 on the test data). Moreover, on this subset of samples the active site BiMCA model surpasses its KNN equivalent by a large margin (RMSE = 1.18, Pearson’s $r = 0.64$). This indicates that the KNN model strikes at interpolation, but falls behind the BiMCA in extrapolation; a hypothesis that is corroborated by an increased correlation of the prediction error with the distance to the nearest neighbor (KNN: $r = 0.23$, BiMCA: $r = 0.18$; active site models, validation data).

**Kinase inhibitor classes.** To investigate the performance of the model for different groups of kinase inhibitors we retrieved the primary target for each kinase inhibitor (as annotated in BindingDB) and grouped the ligands into thirteen groups of alleged mechanism of action based on the classification scheme by Roskoski Jr. From a total of around 372k validation samples, about a third could be automatically assigned to a kinase inhibitor class. Figure 7 shows the PCC of both models and both configurations for each kinase
inhibitor class.

**Figure 7:** Performance in predicting affinity for unseen kinase inhibitors according to their primary protein target. For the KNN (left) and the pretrained BiMCA (right) the PCC of all samples of respective kinase inhibitor class is shown.

In the right plot, we can see that, with the exception of MEK inhibitors, the active site model performed better on all thirteen kinase inhibitor groups. For the KNN model (left), the predictions were extremely correlated between sequence and active site model (see above) and therefore, there are only negligible differences between both representations. However, apparent across both models is that affinity prediction for MEK (i.e., MAPK/ERK) inhibitors is consistently higher if full sequence information is used. Since our sequence alignment only relied on ATP binding site residues\(^{62}\), we hypothesize that this is due to the successful discovery of several ATP-noncompetitive MEK inhibitors that bind to a unique site near the ATP binding pocket\(^{78}\). In support of that, 94\% of the 2909 MEK-inhibitor related samples making up this effect are indeed accounted for by eight kinases of the MAPK family (MKNK2, MKNK1, MAPKAP2, MAPK3, MAP2K1, MAPK1, MAPK14, MAP3K5).

**Similarity analysis.** Generalization of proteochemometric models to distant manifolds of the chemical space is challenging, but critical to screen large virtual libraries. Equivalent
to the kinase split, it might be suspected that the model performance on the ligand split depends on whether similar molecules were available during training. However, both models exhibited only a very weak negative correlation between the per-ligand RMSE and the ECFP4-Tanimoto similarity to the nearest neighbor in training data (cf. Figure 8).

**Per ligand performance**

![Per ligand performance](image)

Figure 8: **Dependency of affinity prediction on similar ligands.** For each ligand, the performance is shown as a function to the Tanimoto similarity to the nearest training ligand. Measures computed on validation data.

Like in the kinase split, the active site model does not only outperform the sequence model but is also less dependent on the availability of similar samples during training. The KNN showed a slightly stronger negative correlation ($PCC = -0.23$, not shown).

**Model attention analysis.** It might be argued that learning on the active site alone (i.e., a subset of the full protein sequence) should in any case be avoided because it inevitably prevents the model from incorporating the entire protein information in its predictions. This, however, implicitly introduces an additional task for the model, namely to filter out irrelevant residues. Given that this task is performed without supervision and on a finite dataset, we cannot expect a sequence model to learn how to filter uninformative residues to a satisfying degree. A key advantage of the utilized BiMCA model lies in the contextual attention mechanism which enables us to evaluate its capacity to focus on relevant residues. This
is an ante-hoc interpretability method that automatically assigns an attention (or relevance) score to each amino acid as well as SMILES token during prediction. For two exemplary kinases, MAPK11 and ABL1 we performed an interpretability analysis to assess whether the sequence model paid disproportionally high attention to the active site residues (see Figure 9). For both kinases, the mean attention scores on the active site residues are significantly higher than on the remaining residues ($\alpha = 0.05\%$, $MWU$). While this is an encouraging finding that resonates with previous research\textsuperscript{38} and emphasizes the model’s ability to focus on the relevant residues, Figure 9 (left) also illustrates that this trend was not consistent for all samples which may partly explain the inferior performance.

Validation on external test dataset

To evaluate the performance of our model on an independent test dataset, we utilized the data released in June 2021 as part of the IDG-DREAM challenge.\textsuperscript{18} The challenge focused on under-studied parts of the human kinome to catalogue the unexplored target space of kinase inhibitors. Thus, it resembles a particularly challenging dataset, encompassed by

Figure 9: Kinase attention scores. Left: For each kinase-ligand pair of MAPK11 and ABL1, the mean attention scores on active site residues versus the remaining residues is shown. Right: Exemplary visualization of attention values overlayed on the MAPK11 structure highlighting atoms with high weight (blue means low, green medium and red high attention).
825 samples (cf. Supplementary Data 1 by Cichońska et al.\textsuperscript{18}). After restricting ourselves to kinases for which full sequence and active site information\textsuperscript{62} was available, 720 samples remained, distributed across 276 kinases (32 unseen) and 93 ligands (all unseen). This data split is much more stringent than the ligand split because for many samples both ligands and kinases are unseen. Additional challenges posed by this dataset compared to BindingDB are 1) experimental differences in the dose-response assays (multi-dose assays with maximal concentration of 10µM that cause an incorrect lower limit for activity) and 2) the dose response metric, given in logarithmic dissociation constant ($pK_d$) that differs from the pIC50 in BindingDB. For the KNN model we used all data available in BindingBD as training data whereas for the BiMCA we build an ensemble of the 10 models from the ligand split.

The results on this dataset are in alignment with our overall findings (cf. Table 3). The active site residues outperforms the full sequence information consistently in both models and the BiMCA yields better results than the KNN model. Notably, the active site BiMCA is the only model that achieves a satisfying performance in predicting activity in the under-studied kinases from Cichońska et al.\textsuperscript{18} that were not included in BindingDB. Direct comparison with the results reported in the IDG-DREAM challenge is not possible due to the aforementioned differences to our training data.

### Table 3: Evaluation on external dataset by Cichońska et al.\textsuperscript{18}. PCC values are reported.

<table>
<thead>
<tr>
<th>Model</th>
<th>Config</th>
<th>All</th>
<th>Known kin.</th>
<th>Unknown kin.</th>
<th>Round 1</th>
<th>Round 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>Full seq.</td>
<td>0.224</td>
<td>0.242</td>
<td>0.032</td>
<td>0.132</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>Active site</td>
<td>0.244</td>
<td>0.282</td>
<td>-0.141</td>
<td>0.145</td>
<td>0.344</td>
</tr>
<tr>
<td>BiMCA</td>
<td>Full seq.</td>
<td>0.16</td>
<td>0.169</td>
<td>0.064</td>
<td>0.102</td>
<td>0.185</td>
</tr>
<tr>
<td></td>
<td>Active site</td>
<td>0.32</td>
<td>0.327</td>
<td>0.238</td>
<td>0.179</td>
<td>0.412</td>
</tr>
</tbody>
</table>

**De novo molecular generation**

The goal of this task is to generate de novo molecules with high predicted binding affinities against a target kinase of interest. Our approach exploits BO using Gaussian processes, an established technique to optimize molecular generative models for chemocentric proper-
ties\textsuperscript{50,51}. We selected six kinases for further analysis; the four JAK family members, and ABL1 (the target the first FDA approved kinase inhibitor, of imatinib\textsuperscript{3}) as well as MAPK11 (P38/β) a thoroughly studied target from the MAPK family and isoform of MAPK14/P38α\textsuperscript{79}. Starting from a random point in the learned chemical space (i.e., the latent space of our generative model), we applied GP-BO to optimize in different setups both the KNN and the BiMCA affinity predictions, either operating on the active site residues or on the full sequence. For the different configurations, we performed the optimization process on both the SMILES and the SELFIES generators.

A tangible difference was the increased runtime for the full sequence model. In general, utilizing the active site predictor can save significant computational resources because the average sequence length is smaller, less parameters are needed for the models and thus, training and, especially, inference speed are higher (cf. Table 4). Notably, the active sites consisted of only 29 residues making up 4\% of the full sequences. Consequently, the BiMCA model size was reduced by a factor of 25 while still exhibiting superior performance in affinity prediction.

The results from the optimization of the molecular generative model toward high affinity to ABL1 and MAPK11 indicate that utilizing active site information can slightly accelerate the generation of generated molecules with high affinity (Figure 10).
The distributions indicate that the optimization led to higher average affinity scores compared to the baseline in all cases. While these results seem to indicate that active site sequences yield better results than full sequences when subject to affinity optimization with GP, the remaining results for the four JAK family members (see supplementary material, Figure A3) are inconclusive regarding a comparison of active site and sequence models (cf. Table 5). This is not surprising because the kinase representation does not directly impact the generative process but is only used in the affinity evaluation.

However, advantages of the lower runtime of the active site model (25% faster) include the faster convergence of the GP optimization as well as the increased number of sampled ligands with high predicted affinity in any time interval (cf. Table 6). In relation to the results of previous works on GP optimization of sampled molecules\textsuperscript{50,51}, we emphasize that optimizing
Table 5: **Results of GP optimization.** The average pIC50 across the six kinases and the molecules generated through the optimization process is shown.

<table>
<thead>
<tr>
<th>Ligand repr.</th>
<th>Kinase repr.</th>
<th>Baseline</th>
<th>Optimized</th>
</tr>
</thead>
<tbody>
<tr>
<td>SELFIES</td>
<td>Full seq.</td>
<td>6.55±0.6</td>
<td>6.6±0.5</td>
</tr>
<tr>
<td></td>
<td>Active site</td>
<td>6.51±0.6</td>
<td>6.59±0.5</td>
</tr>
<tr>
<td>SMILES</td>
<td>Full seq.</td>
<td>6.51±0.6</td>
<td>6.57±0.6</td>
</tr>
<tr>
<td></td>
<td>Active site</td>
<td>6.57±0.6</td>
<td>6.6±0.5</td>
</tr>
</tbody>
</table>

Table 6: **Runtime comparison in sampling effective ligands.** All ligands with a predicted IC50 < 100nM (i.e., pIC50 > 7) are considered effective.

<table>
<thead>
<tr>
<th>Evaluation</th>
<th>Active site</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time until 5% pIC50 improvement (min.)</td>
<td>14±8</td>
<td>21±8</td>
</tr>
<tr>
<td>Number of effective ligands in 25mins</td>
<td>35±19</td>
<td>30±16</td>
</tr>
</tbody>
</table>

target affinity is more challenging compared to chemocentric properties like drug-likeness or synthetic accessibility scores.

**Qualitative evaluation of molecules**

To assess the *de novo* kinase inhibitors proposed by the generative model in more depth, we show the ligand with the highest predicted affinity scores for each of the six targets and both kinase representations in the top row of Figure 11.
The molecules are versatile in their structure and have predicted affinities in the range of $2 - 50\text{nM}$. We then selected for each kinase the top 5 most effective, yet aromatic molecules and retrieved the 10 most similar compounds measured for that target from BindingDB (based on Tanimoto similarity of ECFP6 fingerprints). The bottom row of Figure 11 then displays the distribution of these measured affinity scores. A remarkable observation is that for the four JAK targets the BindingDB samples selected from the active-site molecules have a higher affinity than the molecules generated against the full sequence.

**Discussion**

In this paper, we have investigated two computational tasks related to understanding and advancing kinase inhibitors: proteochemometric modelling of protein ligand affinity prediction and de novo molecular design of kinase inhibitors. Both tasks were examined in light of two kinase representations, using either full primary sequence or only the active site residues. Regarding the affinity prediction, our results suggest a superiority of active site residues when
predicting affinity for novel ligands (ligand split) or kinases (kinase split). Moreover, these results are robust across two investigated models (a KNN regressor and a multimodal deep neural network) and were confirmed on a novel dataset from the IDG-DREAM challenge.

This is an important, and maybe surprising finding because the active site residues are a subset of the full primary sequence. Indeed, it codes for the active site structure as well as additional, more distant determinants of binding and dynamics. It seems that providing exclusively the active site residues increases the signal-to-noise ratio in the sequences, consequently leading to better performance. This hypothesis is partly corroborated by our attention analysis. Even without supervision on the importance of the residues, the sequence model learns implicitly to focus to a significantly higher extent on the active site residues (cf. Figure 9). An interpretation of this finding is that the BiMCA might implicitly learn some elements of tertiary structure (an area with much recent success for deep learning models) from the sequence information alone. Karimi et al. have also found that CPI prediction models can implicitly learn to assign higher attention scores to binding sites compared to remaining residues. However, it was later shown by Li et al. that the exact localization of binding sites requires explicit supervision and cannot be learned in a self-supervised manner by analyzing the attention scores on sequential or secondary structures as suggested in some case studies. Contrarily, demonstrated that in Transformer-based methods, which are now ubiquitous in protein language modeling, attention targets binding sites, captures the folding structure and learns amino acid representations that are consistent with the substitution matrix.

Another important finding is that the active site models even outperformed the full sequence models when both models were pretrained on full sequences. While the difference between both configurations is lower in this setting, this result suggests that proteochemometric models benefit from pretraining on large-scale pan-protein data even if the final use case is limited to one family.

We then showcase an application of the aforementioned predictive models, trained on
both representations, to de novo molecular design via Bayesian optimization. Using two generative models based on SMILES and SELFIES respectively, we find that the active site representation, with its parsimonious description of the structure, speeds up the generation of binding ligands without sacrificing the performance in terms of affinity reported for the closest ligand reported in BindingDB to the generated molecules.

**Outlook**

Future research should validate our findings on the superiority of only using active site residues on more specific datasets, especially given the high discrepancy between random and "realistic" test sets of kinase inhibitors that can lead to performance gaps in practice. However, these concerns are scant for proteochemometric models where each protein-ligand pair informs every prediction. Moreover, we emphasize that our results on affinity prediction were consistent across two methods (KNN and BiMCA), two splits (kinase and ligand) and two datasets (BindingDB and IDG-DREAM). This is especially relevant since BindingDB is 1) a very robust database with highly heterogeneous samples (composed of a multitude of assays and largely assembled from external sources) and 2) the largest public database for kinase screenings (with >200,000 samples). Moreover, future work could explore hybrid approaches between full sequence and active site information. This could be achieved either by enriching the learning of the attention mask with pairwise non-covalent compound residue interaction in a semi-supervised setting based on the dataset by Li et al. or simply provide a fixed attention mask to guarantee that the model predominantly (but not exclusively) focuses on the active site residues. If active site information is unavailable, potential protein-ligand binding residues could be extracted with existing computational methods.
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Appendices

Data splitting strategies

Figure A1: Data splitting strategies. For bimodal tasks such as drug-target interaction prediction, four splitting strategies are possible. In this work, a strict ligand split and a strict kinase split (colored in green) were explored.
Complementary results for affinity prediction

Figure A2: **Kinase split validation performance for different** $k$. Based on this plot, we fixed $k$ to the lowest RMSE on this dataset ($k = 13$) and used the same $k$ for all results throughout the paper.

<table>
<thead>
<tr>
<th>Data</th>
<th>Config</th>
<th>KNN</th>
<th>BiMCA</th>
<th>BiMCA (pretrained)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Val.</td>
<td>Full seq.</td>
<td>1.34±0.16</td>
<td>1.38±0.08</td>
<td>1.30±0.13</td>
</tr>
<tr>
<td></td>
<td>Active site</td>
<td><strong>1.32±0.17</strong></td>
<td><strong>1.28±0.13</strong></td>
<td><strong>1.21±0.13</strong></td>
</tr>
<tr>
<td>Test</td>
<td>Full seq.</td>
<td>1.56±0.09</td>
<td>1.44±0.04</td>
<td>1.32±0.04</td>
</tr>
<tr>
<td></td>
<td>Active site</td>
<td><strong>1.52±0.10</strong></td>
<td><strong>1.33±0.04</strong></td>
<td><strong>1.25±0.05</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data</th>
<th>Config</th>
<th>KNN</th>
<th>BiMCA</th>
<th>BiMCA (pretrained)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Val.</td>
<td>Full seq.</td>
<td>0.41±0.09</td>
<td>0.32±0.05</td>
<td>0.39±0.08</td>
</tr>
<tr>
<td></td>
<td>Active site</td>
<td><strong>0.42±0.11</strong></td>
<td><strong>0.46±0.08</strong></td>
<td><strong>0.49±0.07</strong></td>
</tr>
<tr>
<td>Test.</td>
<td>Full seq.</td>
<td>0.23±0.05</td>
<td>0.32±0.03</td>
<td>0.43±0.03</td>
</tr>
<tr>
<td></td>
<td>Active site</td>
<td><strong>0.28±0.06</strong></td>
<td><strong>0.44±0.04</strong></td>
<td><strong>0.49±0.05</strong></td>
</tr>
</tbody>
</table>
Figure A3: Bayesian optimization of latent space sampling with Gaussian processes. For all four JAK family members, the (predicted) pIC50 distribution of generated molecules is shown. Dashed lines denote the mean pIC50 before the optimization. In keeping with the remainder of this paper, orange indicates the active site and blue the full sequence models. Molecules were either sampled from the SELFIES generator (top row) or SMILES generator (bottom row).